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arXiv:2003.14184v53, 2024, 1140 pp.

Dmitriy F. Kuznetsov New results on expansion ... 2 / 74
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1 Introduction

The importance of the problem of numerical integration of SDEs is ex-
plained by a wide range of their applications related to the construction
of adequate mathematical models of dynamic systems under random dis-
turbances and to the application of SDEs for solving various mathematical
problems, among which we mention signal filtering, stochastic optimal con-
trol, stochastic stability, evaluating the parameters of stochastic systems.

Iterated Itô and Stratonovich stochastic integrals can be used to con-
struct high-order strong (mean-square) numerical methods for various types
of systems of SDEs with non-commutative noise. For example, for

• Itô stochastic differential equations
• Itô stochastic differential equations with jumps
• McKean stochastic differential equations
• stochastic differential equations with switchings
• semilinear stochastic partial differential equations with multiplicative

trace class noise
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Let (Ω, F , P) be a complete probability space, let {Ft , t ∈ [0,T ]} be
a nondecreasing right-continous family of σ-algebras of F , and let Wt be a
standard m-dimensional Wiener stochastic process, which is Ft-measurable

for any t ∈ [0,T ]. We assume that the components W
(i)
t (i = 1, . . . ,m) of

this process are independent. As an example, consider a system of Itô SDEs
with non-commutative noise

xt = x0 +

t∫
0

a(xτ , τ)dτ +
m∑
j=1

t∫
0

Bj(xτ , τ)dW
(j)
τ , x0 = x(0, ω), (1)

where xt ∈ Rn, the nonrandom functions a, Bj : R
n × [0,T ] → Rn guaran-

tee the existence and uniqueness up to stochastic equivalence of a strong
solution of (1), x0 is F0-measurable, E |x0|2 < ∞, x0 and Wt − W0 are
independent when t > 0.

• Suppose that a and Bj (j = 1, . . . ,m) are several times continuously
differentiable with respect to both arguments.
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One of the effective approaches to the numerical integration of Itô SDEs
is based on the Taylor–Itô and Taylor–Stratonovich expansions. These ex-
pansions contain iterated Itô and Stratonovich stochastic integrals:

J [ψ(k)]
(i1...ik )
T ,t =

T∫
t

ψk(tk) . . .

t2∫
t

ψ1(t1)dW
(i1)
t1 . . . dW

(ik )
tk , (2)

J ∗[ψ(k)]
(i1...ik )
T ,t =

T∫
t

ψk(tk) . . .

t2∫
t

ψ1(t1) ◦ dW(i1)
t1 . . . ◦ dW(ik )

tk , (3)

where W
(i)
τ (i = 1, . . . , m) are independent standard Wiener processes,

ψ1(τ), . . . , ψk(τ) : [t,T ] → R, W
(0)
τ = τ, i1, . . . , ik = 0, 1, . . . , m,

dW
(i)
τ and ◦ dW(i)

τ denote Itô and Stratonovich differentials, respectively.

• A natural question arises: is it possible to construct a numerical scheme
for Itô SDE that includes only increments of the Wiener processes but has
a higher order of convergence than the Euler method? It is known that this
is impossible for m > 1 in the general case (”Clark–Cameron paradox”).
This explains the need to use iterated stochastic integrals for constructing
high-order strong numerical methods for Itô SDEs.
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2 Expansion of Iterated Itô Stochastic Integrals
Let {ϕj(x)}∞j=0 be an arbitrary CONS in L2[t,T ] and ψ1(τ), . . . , ψk(τ) ∈

L2[t,T ]. Define the following function (factorized Volterra-type kernel) on
the hypercube [t,T ]k :

K (t1, . . . , tk) = ψ1(t1) . . . ψk(tk)1{t1<...<tk} (k ≥ 2), K (t1) = ψ1(t1).
(4)Then

lim
p1,...,pk→∞

∥∥∥∥K − Kp1...pk

∥∥∥∥
L2([t,T ]k )

= 0,

where K (t1, . . . , tk) ∈ L2([t,T ]k),

Kp1...pk (t1, . . . , tk) =

p1∑
j1=0

. . .

pk∑
jk=0

Cjk ...j1

k∏
l=1

ϕjl (tl), (5)

Cjk ...j1 =

T∫
t

ψk(tk)ϕjk (tk) . . .

t2∫
t

ψ1(t1)ϕj1(t1)dt1 . . . dtk (6)

is the Fourier coefficient corresponding to K (t1, . . . , tk).
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Let us consider the unordered set {1, 2, . . . , k} and separate it into two
parts: the first part consists of r unordered pairs (sequence order of these
pairs is also unimportant) and the second one consists of the remaining
k − 2r numbers. So, we have

({{g1, g2}, . . . , {g2r−1, g2r}︸ ︷︷ ︸
part 1

}, {q1, . . . , qk−2r︸ ︷︷ ︸
part 2

}), (7)

where
{g1, g2, . . . , g2r−1, g2r , q1, . . . , qk−2r} = {1, 2, . . . , k},

braces mean an unordered set, and parentheses mean an ordered set.
Further, we will consider sums of the form∑

({{g1,g2},...,{g2r−1,g2r }},{q1,...,qk−2r })
{g1,g2,...,g2r−1,g2r ,q1,...,qk−2r }={1,2,...,k}

ag1g2,...,g2r−1g2r ,q1...qk−2r
,

where ag1g2,...,g2r−1g2r ,q1...qk−2r
∈ R.
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Theorem 1 [Kuz1] (2023). Suppose that ψ1(τ), . . . , ψk(τ) ∈ L2[t,T ]
and {ϕj(x)}∞j=0 is an arbitrary CONS in L2[t,T ]. Then

J [ψ(k)]
(i1...ik )
T ,t = l.i.m.

p1,...,pk→∞

p1∑
j1=0

. . .

pk∑
jk=0

Cjk ...j1

(
k∏

l=1

ζ
(il )
jl

+

[k/2]∑
r=1

(−1)r×

×
∑

({{g1,g2},...,{g2r−1,g2r }},{q1,...,qk−2r })
{g1,g2,...,g2r−1,g2r ,q1,...,qk−2r }={1,2,...,k}

r∏
s=1

1{ig2s−1
= ig2s ̸=0}1{jg2s−1

= jg2s }

k−2r∏
l=1

ζ
(iql )

jql

)
,

where

ζ
(i)
j =

T∫
t

ϕj(τ)dW
(i)
τ

are i .i .d . N(0, 1)-r.v.’s for various i or j (if i ̸= 0), i1, . . . , ik = 0, 1, . . . ,m,

J [ψ(k)]
(i1...ik )
T ,t is defined by (2), Cjk ...j1 is the Fourier coefficient (6), [x ] is an

integer part of x , 1A is the indicator of A, W
(0)
τ = τ,

∏
∅

def
= 1,

∑
∅

def
= 0.

• Remark. The case ψ1(τ), . . . , ψk(τ) ∈ C [t,T ] and {ϕj(x)}∞j=0 is a
CONS in L2[t,T ] such that ϕj(x) ∈ C [t,T ] or ϕj(x) is piecewise continuous
on [t,T ] ∀j ∈ N has been considered in [Kuz3] (2006–2009).
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For the proof of Theorem 1, we use the multiple Wiener stochastic inte-
gral [Ito] (1951)

J ′[Φ]
(i1...ik )
T ,t

def
= l.i.m.

N→∞
J ′[ΦN ]

(i1...ik )
T ,t = l.i.m.

N→∞

N−1∑
l1,...,lk=0

al1...lk∆W(i1)
τl1

. . .∆W(ik )
τlk
,

where Φ(t1, . . . , tk) ∈ L2([t,T ]k), lim
N→∞

∥∥Φ− ΦN

∥∥
L2([t,T ]k )

= 0,

ΦN(t1, . . . , tk) =
N−1∑

l1,...,lk=0

al1...lk1[τl1 ,τl1+1)(t1) . . . 1[τlk ,τlk+1)(tk),

where al1...lk ∈ R and such that al1...lk = 0 if lp = lq for some p ̸= q,

1A(τ) =

{
1 if τ ∈ A
0 otherwise

,

∆W
(i)
τj = W

(i)
τj+1 − W

(i)
τj , i = 0, 1, . . . ,m, W(0)

τ = τ , {τj}Nj=0 such that

t = τ0 < . . . < τN = T , ∆N = max
0≤j≤N−1

(τj+1 − τj) → 0 if N → ∞.
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Note the well known estimate for the multiple Wiener stochastic integral

E
(
J ′[Φ]

(i1...ik )
T ,t

)2
≤ Ck

∥∥Φ∥∥2
L2([t,T ]k )

, Ck <∞ (8)

• Remark. Theorem 1 can be reformulated as follows

J [ψ(k)]
(i1...ik )
T ,t = l.i.m.

p1,...,pk→∞

p1∑
j1=0

. . .

pk∑
jk=0

Cjk ...j1J
′[ϕj1 . . . ϕjk ]

(i1...ik )
T ,t , (9)

where

J ′[ϕj1 . . . ϕjk ]
(i1...ik )
T ,t =

k∏
l=1

ζ
(il )
jl

+

[k/2]∑
r=1

(−1)r×

×
∑

({{g1,g2},...,{g2r−1,g2r }},{q1,...,qk−2r })
{g1,g2,...,g2r−1,g2r ,q1,...,qk−2r }={1,2,...,k}

r∏
s=1

1{ig2s−1
= ig2s ̸=0}1{jg2s−1

= jg2s }

k−2r∏
l=1

ζ
(iql )

jql

)

(10)
• Remark. Another form (based on explicit product of Hermite poly-

nomials) of the expansion from Theorem 1 can be found in [Ryb1] (2021).
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• Remark. In [FoxTaqqu] (1987) an analogue of (10) for nonrandom

x1, . . . , xk instead of ζ
(i1)
j1
, . . . , ζ

(ik )
jk

is constructed using diagrams. This
means that the application of the formula from [FoxTaqqu] (1987), unlike
the formula (10), is difficult when performing algebraic transformations.

In [FoxTaqqu] (1987) (Proposition 5.1) an analogue of (10) is con-
structed for the special case j1 = . . . = jk . Moreover, the specified analogue
is based on diagrams, i.e. it is presented in implicit form.

As it turned out, a version of (10) was obtained in terms of Wick polyno-
mials and for the case of vector valued random measures in [Major] (2019)
(see Theorem 7.2, p. 69).

However, much earlier the formula (10) is obtained in [Kuz3] (2009) for
the case when {ϕj(x)}∞j=0 is a CONS in L2[t,T ] such that ϕj(x) ∈ C [t,T ]
or ϕj(x) is piecewise continuous on [t,T ] ∀j ∈ N.
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Let us consider particular cases of Theorem 1 for k = 1, . . . , 4

J [ψ(1)]
(i1)
T ,t =

l.i.m.
p1→∞

p1∑
j1=0

Cj1ζ
(i1)
j1
,

J [ψ(2)]
(i1i2)
T ,t = l.i.m.

p1,p2→∞

p1∑
j1=0

p2∑
j2=0

Cj2j1

(
ζ
(i1)
j1
ζ
(i2)
j2

− 1{i1=i2 ̸=0}1{j1=j2}

)
,

J [ψ(3)]
(i1i2i3)
T ,t = l.i.m.

p1,p2,p3→∞

p1∑
j1=0

p2∑
j2=0

p3∑
j3=0

Cj3j2j1

(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3

−

−1{i1=i2 ̸=0}1{j1=j2}ζ
(i3)
j3

− 1{i2=i3 ̸=0}1{j2=j3}ζ
(i1)
j1

− 1{i1=i3 ̸=0}1{j1=j3}ζ
(i2)
j2

)
,
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J [ψ(4)]
(i1...i4)
T ,t = l.i.m.

p1,...,p4→∞

p1∑
j1=0

. . .

p4∑
j4=0

Cj4...j1

(
4∏

l=1

ζ
(il )
jl

−

−1{i1=i2 ̸=0}1{j1=j2}ζ
(i3)
j3
ζ
(i4)
j4

− 1{i1=i3 ̸=0}1{j1=j3}ζ
(i2)
j2
ζ
(i4)
j4

−

−1{i1=i4 ̸=0}1{j1=j4}ζ
(i2)
j2
ζ
(i3)
j3

− 1{i2=i3 ̸=0}1{j2=j3}ζ
(i1)
j1
ζ
(i4)
j4

−

−1{i2=i4 ̸=0}1{j2=j4}ζ
(i1)
j1
ζ
(i3)
j3

− 1{i3=i4 ̸=0}1{j3=j4}ζ
(i1)
j1
ζ
(i2)
j2

+

+1{i1=i2 ̸=0}1{j1=j2}1{i3=i4 ̸=0}1{j3=j4}+

+1{i1=i3 ̸=0}1{j1=j3}1{i2=i4 ̸=0}1{j2=j4}+

+1{i1=i4 ̸=0}1{j1=j4}1{i2=i3 ̸=0}1{j2=j3}

)
,

where 1A is the indicator of the set A.
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3 Stratonovich Stochastic Integral
Let M2[t,T ] (0 ≤ t < T < ∞) be the class of random functions

ξ(τ, ω)
def
= ξτ : [t,T ]×Ω → R satisfying the following conditions: ξ(τ, ω) is

measurable with respect to the pair of variables (τ, ω), ξτ is Fτ -measurable
for all τ ∈ [t,T ] and

E

 T∫
t

(ξτ )
2dτ

 <∞, E(ξτ )
2 <∞ for all τ ∈ [t,T ].

Let Q[t,T ] be the class of Itô processes η
(i)
τ , τ ∈ [t,T ] (i = 1, . . . ,m):

η(i)τ = η
(i)
t +

τ∫
t

asds +

τ∫
t

bsdW
(i)
s w. p. 1,

where (as)
4, (bs)

4 ∈ M2[t,T ] and lim
s→τ

E |bs − bτ |4 = 0 for all τ ∈ [t,T ].

The mean-square limit

l.i.m.
N→∞

N−1∑
j=0

F

(
1

2

(
η(i)τj

+ η(i)τj+1

)
, τj

)(
W(l)

τj+1
−W(l)

τj

)
def
=

T∫
t

F (η(i)τ , τ)◦dW(l)
τ
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is called the Stratonovich stochastic integral, where F ∈ C 2,1(R, [t,T ]),
i , l =, . . . ,m, {τj}Nj=0 is a partition of [t,T ] as in Sect. 2.

Note that if F (x , τ) = F1(x)F2(τ), then the smoothness condition can
be weakened: it suffices to replace the condition with respect to τ by con-
tinuity with respect to this variable.

It is well-known that

T∫
t

F
(
η(i)τ , τ

)
◦ dW(l)

τ =

T∫
t

F
(
η(i)τ , τ

)
dW(l)

τ +
1

2
1{i=l}

T∫
t

∂F

∂x
(ητ , τ)bτdτ

w. p. 1, where η
(i)
τ ∈ Q[t,T ], F ∈ C 2,1(R, [t,T ]), F

(
η
(i)
τ , τ

)
∈ M2[t,T ],

1A is the indicator of the set A and i , l = 1, . . . ,m.

he iterated Stratonovich stochastic integral will be denoted as

J ∗[ψ(k)]
(i1...ik )
T ,t =

T∫
t

ψk(tk) . . .

t2∫
t

ψ1(t1) ◦ dW(i1)
t1 . . . ◦ dW(ik )

tk , (11)

where ψ1(τ), . . . , ψk(τ) ∈ C [t,T ].
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4 Expansion of iterated Stratonovich Stochastic In-
tegrals of Multiplicities 2-6. The Case of Legendre
Polynomials and Trigonometric Functions (Old Re-
sults)

Theorem 2 [Kuz3] (2018, 2022). Suppose that {ϕj(x)}∞j=0 is a CONS
of Legendre polynomials or trigonometric functions in L2[t,T ] and ψ1(τ),
ψ2(τ), ψ3(τ) ∈ C 1[t,T ]. Then, for the iterated Stratonovich stochastic
integrals of 2nd and 3rd multiplicities we have

J∗[ψ(k)]
(i1...ik )
T ,t = l.i.m.

p→∞

p∑
j1,...,jk=0

Cjk ...j1ζ
(i1)
j1

. . . ζ
(ik )
jk

(k = 2, 3), (12)

M


J∗[ψ(k)]

(i1...ik )
T ,t −

p∑
j1,...,jk=0

Cjk ...j1ζ
(i1)
j1

. . . ζ
(ik )
jk

2 ≤ C

p
(k = 2, 3),

(13)
where i1, i2, i3 = 0, 1, . . . ,m in (12) and i1, i2, i3 = 1, . . . ,m in (13), constant
C is independent of p; another notations as in Theorem 1.
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Theorem 3 [Kuz3] (2022). Let {ϕj(x)}∞j=0 be a CONS of Legendre
polynomials or trigonometric functions in L2[t,T ] and ψ1(τ), . . . , ψ5(τ) ∈
C 1[t,T ]. Then, for the iterated Stratonovich stochastic integral of 4th and
5th multiplicities we have

J∗[ψ(k)]
(i1...ik )
T ,t = l.i.m.

p→∞

p∑
j1,...,jk=0

Cjk ...j1ζ
(i1)
j1

. . . ζ
(ik )
jk

(k = 4, 5), (14)

M


J∗[ψ(k)]

(i1...ik )
T ,t −

p∑
j1,...,jk=0

Cjk ...j1ζ
(i1)
j1

. . . ζ
(ik )
jk

2 ≤ C

p1−ε
(k = 4, 5),

(15)
where i1, . . . , i5 = 0, 1, . . . ,m in (14) and i1, . . . , i5 = 1, . . . ,m in (15),
constant C does not depend on p, ε is an arbitrary small positive real
number for the case of Legendre polynomials and ε = 0 for the case of
trigonometric functions; another notations as in Theorem 1.
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Theorem 4 [Kuz3] (2022). Suppose that {ϕj(x)}∞j=0 is a CONS of
Legendre polynomials or trigonometric functions in L2[t,T ]. Then, for the
iterated Stratonovich stochastic integral of 6th multiplicity

J
∗(i1...i6)
T ,t =

∗∫
t

T

. . .

∗∫
t

t2

dW
(i1)
t1 . . . dW

(i6)
t6 (16)

we have

J
∗(i1...i6)
T ,t = l.i.m.

p→∞

p∑
j1,...,j6=0

Cj6...j1ζ
(i1)
j1

. . . ζ
(i6)
j6
,

where i1, . . . , i6 = 0, 1, . . . ,m,

Cj6...j1 =

T∫
t

ϕj6(t6) . . .

t2∫
t

ϕj1(t1)dt1 . . . dt6 and ζ
(i)
j =

T∫
t

ϕj(s)dW
(i)
s

are independent standard Gaussian random variables for various i or j (in

the case when i ̸= 0), W
(0)
τ = τ.

Dmitriy F. Kuznetsov New results on expansion ... 20 / 74



5 Expansion of Iterated Stratonovich Stochastic In-
tegrals (New Results)
Let {ϕj(x)}∞j=0 be an arbitrary CONS in L2[t,T ], ψ1(τ), . . . , ψk(τ) ∈

L2[t,T ]. Denote

Cjk ...jl+1 jl jl jl−2...j1

∣∣∣∣
(jl jl )↷(·)

def
=

def
=

T∫
t

ψk(tk)ϕjk (tk) . . .

tl+2∫
t

ψl+1(tl+1)ϕjl+1
(tl+1)

tl+1∫
t

ψl(tl)ψl−1(tl)×

×
tl∫
t

ψl−2(tl−2)ϕjl−2
(tl−2) . . .

t2∫
t

ψ1(t1)ϕj1(t1)dt1 . . . dtl−2 dtl tl+1 . . . dtk ,

where we suppose that {l , l−1} is one of the pairs {g1, g2}, . . . , {g2r−1, g2r}
(see (7)).
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Introduce the following notations

J [ψ(k)]
(i1...ik )[sl ,...,s1]
T ,t

def
=

l∏
p=1

1{isp=isp+1 ̸=0} ×

×
T∫
t

ψk(tk) . . .

tsl+3∫
t

ψsl+2(tsl+2)

tsl+2∫
t

ψsl (tsl+1)ψsl+1(tsl+1)×

×

tsl+1∫
t

ψsl−1(tsl−1) . . .

ts1+3∫
t

ψs1+2(ts1+2)

ts1+2∫
t

ψs1(ts1+1)ψs1+1(ts1+1)×

×

ts1+1∫
t

ψs1−1(ts1−1) . . .

t2∫
t

ψ1(t1)dW
(i1)
t1 . . . dW

(is1−1)
ts1−1

dts1+1 dW
(is1+2)
ts1+2

. . .

. . . dW
(isl−1)
tsl−1

dtsl+1 dW
(isl+2)
tsl+2

. . . dW
(ik )
tk , (17)
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where (sl , . . . , s1) ∈ Ak,l ,

Ak,l =
{
(sl , . . . , s1) : sl > sl−1+1, . . . , s2 > s1+1; sl , . . . , s1 = 1, . . . , k−1

}
,

(18)
l = 1, 2, . . . , [k/2] , i1, . . . , ik = 0, 1, . . . ,m, [x ] is an integer part of a real
number x , 1A is the indicator of the set A.

Let us formulate the statement on connection between iterated Itô and
Stratonovich stochastic integrals of arbitrary multiplicity k .

Theorem 5 [Kuz3] (1997). Suppose that ψ1(τ), . . . , ψk(τ) ∈ C [t,T ].
Then, the following relation between iterated Stratonovich and Itô stochastic
integrals is correct

J ∗[ψ(k)]
(i1...ik )
T ,t = J [ψ(k)]

(i1...ik )
T ,t +

[k/2]∑
r=1

1

2r

∑
(sr ,...,s1)∈Ak,r

J [ψ(k)]
(i1...ik )[sr ,...,s1]
T ,t

w. p. 1, where i1, . . . , ik = 0, 1, . . . ,m,
∑
∅

is supposed to be equal to zero.
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Theorem 6 [Kuz2] (2024). Suppose that {ϕj(x)}∞j=0 is an arbitrary
CONS in L2[t,T ], ψ1(τ), . . . , ψk(τ) ∈ L2[t,T ] and the following condition

lim
p→∞

p∑
jq1 ,...,jqk−2r=0

(
p∑

jg1=0

. . .

p∑
jg2r−1=0

Cjk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

−

− 1

2r

r∏
l=1

1{g2l=g2l−1+1}Cjk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

)2

=0

(19)
is satisfied for all r = 1, 2, . . . , [k/2] and for all possible permutations of the
set ({{g1, g2}, . . . , {g2r−1, g2r}}, {q1, . . . , qk−2r}), where {g1, g2, . . . , g2r−1,
g2r , q1, . . . , qk−2r} = {1, 2, . . . , k}, braces mean an unordered set, and pa-
rentheses mean an ordered set. Then

J̄ ∗[ψ(k)]
(i1...ik )
T ,t = l.i.m.

p→∞

p∑
j1,...,jk=0

Cjk ...j1

k∏
l=1

ζ
(il )
jl
, (20)

where

J [ψ(k)]
(i1...ik )
T ,t +

[k/2]∑
r=1

1

2r

∑
(sr ,...,s1)∈Ak,r

J [ψ(k)]
(i1...ik )[sr ,...,s1]
T ,t

def
= J̄ ∗[ψ(k)]

(i1...ik )
T ,t .
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Theorem 7 (Corollary from Theorem 6) [Kuz2] (2024).Suppose that
ψ1(τ), . . . , ψk(τ) ∈ C [t,T ]. Furthermore, another conditions of Theorem 6
are fulfilled. Then

J ∗[ψ(k)]
(i1...ik )
T ,t = l.i.m.

p→∞

p∑
j1,...,jk=0

Cjk ...j1

k∏
l=1

ζ
(il )
jl
,

where k ∈ N, J ∗[ψ(k)]
(i1...ik )
T ,t is the Stratonovich stochastic integral of the

form

J ∗[ψ(k)]
(i1...ik )
T ,t =

T∫
t

ψk(tk) . . .

t2∫
t

ψ1(t1) ◦ dW(i1)
t1 . . . ◦ dW(ik )

tk ;

another notations are the same as in Theorem 6.

Proof of Theorem 7. By Theorem 5: J ∗[ψ(k)]
(i1...ik )
T ,t = J̄ ∗[ψ(k)]

(i1...ik )
T ,t

w. p. 1 for ψ1(τ), . . . , ψk(τ) ∈ C [t,T ]. □
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Proof of Theorem 6. Consider the following representation for multiple
Wiener stochastic integral [Kuz1]

J ′[ϕj1 . . . ϕjk ]
(i1...ik )
T ,t =

k∏
l=1

ζ
(il )
jl

+

[k/2]∑
r=1

(−1)r×

×
∑

({{g1,g2},...,{g2r−1,g2r }},{q1,...,qk−2r })
{g1,g2,...,g2r−1,g2r ,q1,...,qk−2r }={1,2,...,k}

r∏
s=1

1{ig2s−1
= ig2s ̸=0}1{jg2s−1

= jg2s }

k−2r∏
l=1

ζ
(iql )

jql

w. p. 1, where {ϕj(x)}∞j=0 is an arbitrary CONS in L2[t,T ], r = 1, 2, . . . , [k/2],∏
∅

def
= 1,

∑
∅

def
= 0, [x ] is an integer part of x , 1A is the indicator of A.
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Further, we have w. p. 1

k∏
l=1

ζ
(il )
jl

= J ′[ϕj1 . . . ϕjk ]
(i1...ik )
T ,t −

−
[k/2]∑
r=1

(−1)r
∑

({{g1,g2},...,{g2r−1,g2r }},{q1,...,qk−2r })
{g1,g2,...,g2r−1,g2r ,q1,...,qk−2r }={1,2,...,k}

r∏
s=1

1{ig2s−1
= ig2s ̸=0}×

×1{jg2s−1
= jg2s }

k−2r∏
l=1

ζ
(iql )

jql
.

Iterated application of the above equality gives
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k∏
l=1

ζ
(il )
jl

= J ′[ϕj1 . . . ϕjk ]
(i1...ik )
T ,t +

+

[k/2]∑
r=1

∑
({{g1,g2},...,{g2r−1,g2r }},{q1,...,qk−2r })

{g1,g2,...,g2r−1,g2r ,q1,...,qk−2r }={1,2,...,k}

r∏
s=1

1{ig2s−1
= ig2s ̸=0}×

×1{jg2s−1
= jg2s }

J ′[ϕjq1 . . . ϕjqk−2r
]
(iq1 ...iqk−2r

)

T ,t

w. p. 1, where J ′[ϕjq1 . . . ϕjqk−2r
]
(iq1 ...iqk−2r

)

T ,t
def
= 1 for k = 2r .

Multiplying both sides of the above equality by Cjk ...j1 and summing over
j1, . . . , jk , we get
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p∑
j1,...,jk=0

Cjk ...j1

k∏
l=1

ζ
(il )
jl

=

p∑
j1,...,jk=0

Cjk ...j1J
′[ϕj1 . . . ϕjk ]

(i1...ik )
T ,t +

+

[k/2]∑
r=1

∑
({{g1,g2},...,{g2r−1,g2r }},{q1,...,qk−2r })

{g1,g2,...,g2r−1,g2r ,q1,...,qk−2r }={1,2,...,k}

p∑
j1,...,jk=0

Cjk ...j1×

×
r∏

s=1

1{ig2s−1
= ig2s ̸=0}1{jg2s−1

= jg2s }
J ′[ϕjq1 . . . ϕjqk−2r

]
(iq1 ...iqk−2r

)

T ,t w. p. 1.

(22)

Passing to the limit l.i.m.
p→∞

in (22), we have (see Theorem 1)
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l.i.m.
p→∞

p∑
j1,...,jk=0

Cjk ...j1

k∏
l=1

ζ
(il )
jl

= J [ψ(k)]
(i1...ik )
T ,t +

+

[k/2]∑
r=1

∑
({{g1,g2},...,{g2r−1,g2r }},{q1,...,qk−2r })

{g1,g2,...,g2r−1,g2r ,q1,...,qk−2r }={1,2,...,k}

l.i.m.
p→∞

p∑
j1,...,jk=0

Cjk ...j1×

×
r∏

s=1

1{ig2s−1
= ig2s ̸=0}1{jg2s−1

= jg2s }
J ′[ϕjq1 . . . ϕjqk−2r

]
(iq1 ...iqk−2r

)

T ,t w. p. 1.

(23)

For the red color expression on the right-hand side of (23), we have
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l.i.m.
p→∞

p∑
j1,...,jk=0

Cjk ...j1

r∏
s=1

1{jg2s−1
= jg2s }

1{ig2s−1
= ig2s ̸=0}×

×J ′[ϕjq1 . . . ϕjqk−2r
]
(iq1 ...iqk−2r

)

T ,t =

= l.i.m.
p→∞

p∑
jq1 ,...,jqk−2r

=0

p∑
jg1 ,jg3 ,...,jg2r−1=0

Cjk ...j1

∣∣∣∣
jg1= jg2 ,...,jg2r−1

= jg2r

×

×
r∏

s=1

1{ig2s−1
= ig2s ̸=0}J

′[ϕjq1 . . . ϕjqk−2r
]
(iq1 ...iqk−2r

)

T ,t =
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= l.i.m.
p→∞

p∑
jq1 ,...,jqk−2r

=0

(
p∑

jg1 ,jg3 ,...,jg2r−1=0

Cjk ...j1

∣∣∣∣
jg1= jg2 ,...,jg2r−1

= jg2r

−

− 1

2r

r∏
l=1

1{g2l=g2l−1+1}Cjk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

)
×

×
r∏

s=1

1{ig2s−1
= ig2s ̸=0}J

′[ϕjq1 . . . ϕjqk−2r
]
(iq1 ...iqk−2r

)

T ,t +

+l.i.m.
p→∞

p∑
jq1 ,...,jqk−2r

=0

1

2r
Cjk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

×

×
r∏

s=1

1{ig2s−1
= ig2s ̸=0}

r∏
s=1

1{g2s=g2s−1+1}J
′[ϕjq1 . . . ϕjqk−2r

]
(iq1 ...iqk−2r

)

T ,t =
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= l.i.m.
p→∞

p∑
jq1 ,...,jqk−2r

=0

(
p∑

jg1 ,jg3 ,...,jg2r−1=0

Cjk ...j1

∣∣∣∣
jg1= jg2 ,...,jg2r−1

= jg2r

−

− 1

2r

r∏
l=1

1{g2l=g2l−1+1}Cjk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

)
×

×
r∏

s=1

1{ig2s−1
= ig2s ̸=0}J

′[ϕjq1 . . . ϕjqk−2r
]
(iq1 ...iqk−2r

)

T ,t +

+
1

2r

r∏
s=1

1{g2s=g2s−1+1}J[ψ
(k)]

(i1...ik )[sr ,...,s1]
T ,t = [by (8) and (19))] =

=
1

2r

r∏
s=1

1{g2s=g2s−1+1}J[ψ
(k)]

(i1...ik )[sr ,...,s1]
T ,t w. p. 1. (24)

(the proof of (24) is based on Theorem 1 and is presented below)
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To prove (24) it is enough to prove that

l.i.m.
p→∞

p∑
jq1 ,...,jqk−2r

=0

1

2r
Cjk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

×

×
r∏

s=1

1{ig2s−1
= ig2s ̸=0}J

′[ϕjq1 . . . ϕjqk−2r
]
(iq1 ...iqk−2r

)

T ,t =

=
1

2r
J[ψ(k)]

(i1...ik )[sr ,...,s1]
T ,t (25)

w. p. 1, where g2 = g1+1, . . . , g2r = g2r−1+1, g2i−1
def
= si ; i = 1, 2, . . . , r ,

r = 1, 2, . . . , [k/2] , (sr , . . . , s1) ∈ Ak,r , J[ψ
(k)]

(i1...ik )[sr ,...,s1]
T ,t is defined by

(17) and Ak,r is defined by (18); another notations in (25) are the same as
in Theorems 5 and 6.

• Remark. The equality (25) is proved for the case ϕ0(x) ≡ 1/
√
T − t

in [Kuz3] (2022). Let us prove (25) for the general case.
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Using the Itô formula, we obtain w. p. 1
T∫
t

ψk(tk) . . .

tl+2∫
t

ψl+1(tl+1)

tl+1∫
t

ψl(tl−1)ψl−1(tl−1)

tl−1∫
t

ψl−2(tl−2) . . . (26)

. . .

t2∫
t

ψ1(t1)dW
(i1)
t1 . . . dW

(il−2)
tl−2

dtl−1dW
(il+1)
tl+1

. . . dW
(ik )
tk =

=

T∫
t

ψk(tk) . . .

tl+2∫
t

ψl+1(tl+1)

 tl+1∫
t

ψl(tl−1)ψl−1(tl−1)dtl−1

×

×
tl+1∫
t

ψl−2(tl−2) . . .

t2∫
t

ψ1(t1)dW
(i1)
t1 . . . dW

(il−2)
tl−2

dW
(il+1)
tl+1

. . . dW
(ik )
tk −

−
T∫
t

ψk(tk) . . .

tl+2∫
t

ψl+1(tl+1)

tl+1∫
t

ψl−2(tl−2)

 tl−2∫
t

ψl(tl−1)ψl−1(tl−1)dtl−1

×
×
tl−2∫
t

ψl−3(tl−3) . . .

t2∫
t

ψ1(t1)dW
(i1)
t1 . . . dW

(il−3)
tl−3

dW
(il−2)
tl−2

dW
(il+1)
tl+1

. . . dW
(ik )
tk , (27)
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where l ≥ 3. Note that the formula (27) will change in an obvious way for
the case tl+1 = T . We will also assume that the transformation (27) is not
carried out for l = 2 since the integral

t3∫
t

ψ2(t1)ψ1(t1)dt1

is an internal integral on the left-hand side of (27) for this case.

• Remark. Obviously, under the conditions of Theorem 6, the derivation
of (27) will remain valid if in (27) we replace all differentials of the form

dW
(ij )
tj with dtj and we use Fubuni’s Theorem instead of the Itô formula.

Let us carry out the transformation (27) for the iterated Itô stochastic

integral J[ψ(k)]
(i1...ik )[sr ,...,s1]
T ,t iteratively for s1, . . . , sr . After this, apply (9)

(Theorem 1) to each of the obtained iterated Itô stochastic integrals. As a
result, we obtain
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J[ψ(k)]
(i1...ik )[sr ,...,s1]
T ,t = [by (27)] =

r∏
q=1

1{isq=isq+1 ̸=0}×

×
2r∑

d=1

(
Ĵ[ψ(k)]

d(i1...ik )[sr ,...,s1]
T ,t − J̄[ψ(k)]

d(i1...ik )[sr ,...,s1]
T ,t

)
=

= [by Theorem 1] =
r∏

q=1

1{isq=isq+1 ̸=0}×

×l.i.m.
p→∞

p∑
j1,...,js1−1,js1+2,...,jsr−1,jsr+2,...,jk=0

2r∑
d=1

(
Ĉ

(d)
j1...js1−1js1+2...jsr−1jsr+2...jk

−

−C̄
(d)
j1...js1−1js1+2...jsr−1jsr+2...jk

)
×

×J ′[ϕj1 . . . ϕjs1−1ϕjs1+2 . . . ϕjsr−1ϕjsr+2 . . . ϕjk ]
(i1...is1−1is1+2...isr−1isr+2...ik )

T ,t , (28)
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where some terms in the sum
2r∑

d=1

can be identically equal to zero due to

the remark to (27).

• Remark. Taking into account that the integrals Ĵ[ψ(k)]
d(i1...ik )[sr ,...,s1]
T ,t

and the Fourier coefficients Ĉ
(d)
j1...js1−1js1+2...jsr−1jsr+2...jk

are formed on the basis

of the same kernels (the same applies to the integrals J̄[ψ(k)]
d(i1...ik )[sr ,...,s1]
T ,t

and the Fourier coefficients C̄
(d)
j1...js1−1js1+2...jsr−1jsr+2...jk

), as well as a remark

about the relationship of the transformation (27) based on the Itô formula
and on the basis of Fubuni’s Theorem, we obtain using Fubini’s theorem
(applying the inverse transformation from (27) to (26) in which all differ-

entials of the form dW
(ij )
tj are replaced with dtj)

2r∑
d=1

(
Ĉ

(d)
j1...js1−1js1+2...jsr−1jsr+2...jk

− C̄
(d)
j1...js1−1js1+2...jsr−1jsr+2...jk

)
=

= Cjk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

. (29)

Combining (29) and (28), we get (25).
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Using (23) and (24), we obtain

l.i.m.
p→∞

p∑
j1,...,jk=0

Cjk ...j1ζ
(i1)
j1

. . . ζ
(ik )
jk

=

= J [ψ(k)]
(i1...ik )
T ,t +

[k/2]∑
r=1

1

2r

∑
(sr ,...,s1)∈Ak,r

J [ψ(k)]
(i1...ik )[sr ,...,s1]
T ,t =

= J̄ ∗[ψ(k)]
(i1...ik )
T ,t

w. p. 1, where J [ψ(k)]
(i1...ik )[sr ,...,s1]
T ,t is defined by (17). Theorems 6 and 7

are proved. □
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Theorem 8 [Kuz3] (2024). Suppose that {ϕj(x)}∞j=0 is an arbitrary
CONS in L2[t,T ], ψ1(τ), . . . , ψk(τ) ∈ L2[t,T ] (k = 2, 3, 4, 5). Then, for

the sum J̄∗[ψ(k)]
(i1...ik )
T ,t (k = 2, 3, 4, 5) of iterated Itô stochastic integrals

defined by (21) we have

J̄ ∗[ψ(k)]
(i1...ik )
T ,t = l.i.m.

p→∞

p∑
j1,...,jk=0

Cjk ...j1

k∏
l=1

ζ
(il )
jl
,

where notations are the same as in Theorem 1.
Theorem 9 (Corollary from Theorem 8) [Kuz3] (2024). Suppose

that {ϕj(x)}∞j=0 is an arbitrary CONS in L2[t,T ], ψ1(τ), . . . , ψk(τ) ∈ C [t,T ]
(k = 2, 3, 4, 5). Then, for the iterated Stratonovich stochastic integral

J∗[ψ(k)]
(i1...ik )
T ,t (k = 2, 3, 4, 5) defined by (3) we have

J ∗[ψ(k)]
(i1...ik )
T ,t = l.i.m.

p→∞

p∑
j1,...,jk=0

Cjk ...j1

k∏
l=1

ζ
(il )
jl
,

where notations are the same as in Theorem 1.
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Proof of Theorem 8 is based on verification of the condition (19) for
k = 2, 3, 4, 5. At that, cases k = 2, 3, 4, 5 are reduced to verification of 1,
3, 9 and 25 conditions, respectively, for different values of r and different
pairs {g1, g2}, . . . , {g2r−1, g2r}. Let us list these conditions.

Case k=2:

∞∑
j=0

T∫
t

ψ2(t2)ϕj(t2)

t2∫
t

ψ1(τ)ϕj(t1)dt1dt2 =
1

2

T∫
t

ψ1(τ)ψ2(τ)dτ,

Case k=3:

lim
p→∞

p∑
j3=0

(
p∑

j1=0

Cj3j2j1

∣∣∣∣
j1=j2

−1

2
Cj3j2j1

∣∣∣∣
(j1j2)↷(·),j1=j2

)2

= 0,

lim
p→∞

p∑
j1=0

(
p∑

j3=0

Cj3j2j1

∣∣∣∣
j2=j3

−1

2
Cj3j2j1

∣∣∣∣
(j2j3)↷(·),j2=j3

)2

= 0,

lim
p→∞

p∑
j2=0

(
p∑

j1=0

Cj3j2j1

∣∣∣∣
j1=j3

)2

= 0.
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Case k=4:

lim
p→∞

p∑
j3,j4=0

(
p∑

j1=0

Cj4j3j1j1 −
1

2
Cj4j3j1j1

∣∣∣∣
(j1j1)↷(·)

)2

= 0,

lim
p→∞

p∑
j2,j4=0

(
p∑

j1=0

Cj4j1j2j1

)2

= 0, lim
p→∞

p∑
j2,j3=0

(
p∑

j1=0

Cj1j3j2j1

)2

= 0,

lim
p→∞

p∑
j1,j4=0

(
p∑

j2=0

Cj4j2j2j1 −
1

2
Cj4j2j2j1

∣∣∣∣
(j2j2)↷(·)

)2

= 0,

lim
p→∞

p∑
j1,j3=0

(
p∑

j2=0

Cj2j3j2j1

)2

= 0, lim
p→∞

p∑
j1,j2=0

Cj2j1j2j1 = 0,

lim
p→∞

p∑
j1,j2=0

(
p∑

j3=0

Cj3j3j2j1 −
1

2
Cj3j3j2j1

∣∣∣∣
(j3j3)↷(·)

)2

= 0,

lim
p→∞

p∑
j1,j3=0

Cj3j3j1j1 =
1

4
Cj3j3j1j1

∣∣∣∣
(j3j3)↷(·)(j1j1)↷(·)

, lim
p→∞

p∑
j1,j3=0

Cj1j3j3j1 = 0,
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Case k=5:

lim
p→∞

p∑
j3,j4,j5=0

(
p∑

j1=0

Cj5j4j3j1j1 −
1

2
Cj5j4j3j1j1

∣∣∣∣
(j1j1)↷(·)

)2

= 0,

lim
p→∞

p∑
j2,j4,j5=0

(
p∑

j1=0

Cj5j4j1j2j1

)2

= 0, lim
p→∞

p∑
j2,j3,j5=0

(
p∑

j1=0

Cj5j1j3j2j1

)2

= 0,

lim
p→∞

p∑
j2,j3,j4=0

(
p∑

j1=0

Cj1j4j3j2j1

)2

= 0, lim
p→∞

p∑
j1,j3,j5=0

(
p∑

j2=0

Cj5j2j3j2j1

)2

= 0,

lim
p→∞

p∑
j1,j4,j5=0

(
p∑

j2=0

Cj5j4j2j2j1 −
1

2
Cj5j4j2j2j1

∣∣∣∣
(j2j2)↷(·)

)2

= 0,

lim
p→∞

p∑
j1,j3,j4=0

(
p∑

j2=0

Cj2j4j3j2j1

)2

= 0, lim
p→∞

p∑
j1,j2,j4=0

(
p∑

j3=0

Cj3j4j3j2j1

)2

= 0,

lim
p→∞

p∑
j1,j2,j5=0

(
p∑

j3=0

Cj5j3j3j2j1 −
1

2
Cj5j3j3j2j1

∣∣∣∣
(j3j3)↷(·)

)2

= 0,
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lim
p→∞

p∑
j1,j2,j3=0

(
p∑

j4=0

Cj4j4j3j2j1 −
1

2
Cj4j4j3j2j1

∣∣∣∣
(j4j4)↷(·)

)2

= 0,

lim
p→∞

p∑
j5=0

(
p∑

j1,j3=0

Cj5j3j3j1j1 −
1

4
Cj5j3j3j1j1

∣∣∣∣
(j1j1)↷(·),(j3j3)↷(·)

)2

= 0,

lim
p→∞

p∑
j1=0

(
p∑

j2,j3=0

Cj2j3j3j2j1

)2

= 0, lim
p→∞

p∑
j5=0

(
p∑

j1,j2=0

Cj5j2j1j2j1

)2

= 0,

lim
p→∞

p∑
j3=0

(
p∑

j1,j4=0

Cj4j4j3j1j1 −
1

4
Cj4j4j3j1j1

∣∣∣∣
(j1j1)↷(·),(j4j4)↷(·)

)2

= 0,

lim
p→∞

p∑
j4=0

(
p∑

j1,j2=0

Cj2j4j1j2j1

)2

= 0, lim
p→∞

p∑
j2=0

(
p∑

j1,j4=0

Cj4j4j1j2j1

)2

= 0,

lim
p→∞

p∑
j5=0

(
p∑

j1,j2=0

Cj5j1j2j2j1

)2

= 0, lim
p→∞

p∑
j3=0

(
p∑

j1,j2=0

Cj2j1j3j2j1

)2

= 0,
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lim
p→∞

p∑
j2=0

(
p∑

j1,j3=0

Cj3j1j3j2j1

)2

= 0, lim
p→∞

p∑
j4=0

(
p∑

j1,j2=0

Cj1j4j2j2j1

)2

= 0,

lim
p→∞

p∑
j3=0

(
p∑

j1,j2=0

Cj1j2j3j2j1

)2

= 0, lim
p→∞

p∑
j2=0

(
p∑

j1,j3=0

Cj1j3j3j2j1

)2

= 0,

lim
p→∞

p∑
j1=0

(
p∑

j2,j4=0

Cj4j4j2j2j1 −
1

4
Cj4j4j2j2j1

∣∣∣∣
(j2j2)↷(·),(j4j4)↷(·)

)2

= 0,

lim
p→∞

p∑
j1=0

(
p∑

j2,j3=0

Cj3j2j3j2j1

)2

= 0,

lim
p→∞

p∑
j4=0

(
p∑

j1,j3=0

Cj3j4j3j1j1

)2

= 0. (30)
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• Example. Case k=5. Proof of (30) (two pairs). Let ψ1(τ), . . . , ψ5(τ)
≡ 1 for simplicity. Using Fubini’s Theorem, we get

p∑
j4=0

(
p∑

j1,j3=0

Cj3j4j3j1j1

)2

=

=

p∑
j4=0

( T∫
t

ϕj4(t4)

p∑
j1,j3=0

t4∫
t

ϕj3(t3)

t3∫
t

ϕj1(t2)

t2∫
t

ϕj1(t1)dt1dt2dt3×

×
T∫

t4

ϕj3(t5)dt5dt4

)2

≤

≤
∞∑

j4=0

( T∫
t

ϕj4(t4)

p∑
j1,j3=0

t4∫
t

ϕj3(t3)

t3∫
t

ϕj1(t2)

t2∫
t

ϕj1(t1)dt1dt2dt3×

×
T∫

t4

ϕj3(t5)dt5dt4

)2

= [Parseval’s equality] =
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=

T∫
t

 p∑
j1,j3=0

t4∫
t

ϕj3(t3)

t3∫
t

ϕj1(t2)

t2∫
t

ϕj1(t1)dt1dt2dt3

T∫
t4

ϕj3(t5)dt5

2

dt4 =

=

T∫
t

 p∑
j3=0

t4∫
t

ϕj3(t3)

1

2

p∑
j1=0

 t3∫
t

ϕj1(t2)dt2

2

∓ t3 − t

2

 dt3

T∫
t4

ϕj3(t5)dt5


2

dt4≤

≤ 2

T∫
t

 p∑
j3=0

t4∫
t

ϕj3(t3)

1
2

p∑
j1=0

 t3∫
t

ϕj1(t2)dt2

2

− t3 − t

2

dt3 T∫
t4

ϕj3(t5)dt5


2

dt4+

+2

T∫
t

 p∑
j3=0

t4∫
t

ϕj3(t3)
t3 − t

2
dt3

T∫
t4

ϕj3(t5)dt5

2

dt4 ≤

[Cauchy-Bunyakovsky’s inequality and Parseval’s equality]

Dmitriy F. Kuznetsov New results on expansion ... 47 / 74



≤ K1

T∫
t

p∑
j3=0

 t4∫
t

ϕj3(t3)

1

2

p∑
j1=0

 t3∫
t

ϕj1(t2)dt2

2

− t3 − t

2

 dt3


2

dt4+

+2

T∫
t

 p∑
j3=0

t4∫
t

ϕj3(t3)
t3 − t

2
dt3

T∫
t4

ϕj3(t5)dt5

2

dt4 ≤

≤ K1

T∫
t

∞∑
j3=0

 t4∫
t

ϕj3(t3)

1

2

p∑
j1=0

 t3∫
t

ϕj1(t2)dt2

2

− t3 − t

2

 dt3


2

dt4+

+2

T∫
t

 p∑
j3=0

t4∫
t

ϕj3(t3)
t3 − t

2
dt3

T∫
t4

ϕj3(t5)dt5

2

dt4 =

[Parseval’s equality]
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= K1

T∫
t

t4∫
t

1

2

p∑
j1=0

 t3∫
t

ϕj1(t2)dt2

2

− t3 − t

2


2

dt3dt4+

+2

T∫
t

 p∑
j3=0

t4∫
t

ϕj3(t3)
t3 − t

2
dt3

T∫
t4

ϕj3(t5)dt5

2

dt4 =

= K1

∫
[t,T ]2

1{t3<t4}

1

2

p∑
j1=0

 t3∫
t

ϕj1(t2)dt2

2

− t3 − t

2


2

dt3dt4+

+2

T∫
t

 p∑
j3=0

t4∫
t

ϕj3(t3)
t3 − t

2
dt3

T∫
t4

ϕj3(t5)dt5

2

dt4 → 0 as p → ∞.

[Parseval’s equality, generalized Parseval’s equality and term-by-term

integration of absolutely convergent series]
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6 Calculation of Matrix Traces of Volterra-Type In-
tegral Operators

It is easy to see that the function

K (t1, . . . , tk) = ψ1(t1) . . . ψk(tk)1{t1<...<tk} (k ≥ 2) (31)

for even k = 2r (r ∈ N) forms a family of integral operatorsK : L2([t,T ]r ) →
L2([t,T ]r ) of the form

(Kf ) (tg1 , . . . , tgr ) =

∫
[t,T ]r

K (t1, . . . , tk)f (tgr+1 , . . . , tgk )dtgr+1 . . . dtgk , (32)

where {g1, . . . , gk} = {1, . . . , k}, ψ1(τ), . . . , ψk(τ) ∈ L2[t,T ], t1, . . . , tk ∈
[t,T ] (k ≥ 2). For example,

(Kf ) (t3, t4) =

∫
[t,T ]2

K (t1, . . . , t4)f (t1, t2)dt1dt2 =

= 1{t3<t4}ψ3(t3)ψ4(t4)

t3∫
t

ψ2(t2)

t2∫
t

ψ1(t1)f (t1, t2)dt1dt2.

Dmitriy F. Kuznetsov New results on expansion ... 50 / 74



• Remark. It is well known that the Volterra integral operator (the
simplest operator from the family (32)) is not a trace class operator. On
the other hand, it is known that for trace class operators the equality of
matrix and integral traces holds. It is known that for the Volterra integral
operator (although it is not a trace class operator), the equality of matrix
and integral traces is also true. Thus, one cannot count on the fact that
operators of the more general form (32) are operators of the trace class.
As a result, the proof of the equalities of matrix and integral traces for
Volterra–type integral operators (32) is a problem.

• Remark. Recall the condition (19) from Theorem 6

lim
p→∞

p∑
jq1 ,...,jqk−2r=0

(
p∑

jg1=0

. . .

p∑
jg2r−1=0

Cjk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

−

− 1

2r

r∏
l=1

1{g2l=g2l−1+1}Cjk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

)2

=0.

The red-colored expression is the difference between the prelimit expres-
sion for the matrix trace of the operator (32) and its integral trace.
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Theorem 10. Suppose that {ϕj(x)}∞j=0 is an arbitrary CONS in L2[t,T ]
and ψ1(τ), . . . , ψk(τ) ∈ L2[t,T ]. Then the equality

lim
p→∞

p∑
jg1=0

. . .

p∑
jg2r−1=0

Cjk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

=

=
1

2r

r∏
l=1

1{g2l=g2l−1+1}Cjk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r
(33)

is satisfied for all possible g1, g2, . . . , g2r−1, g2r (see (7)) and for any fixed
j1, . . . , jq, . . . , jk (q ̸= g1, g2, . . . , g2r−1, g2r ), where k ≥ 2r and r =
1, 2, . . . , [k/2].

Furthermore, the series (33) converges absolutly for k = 2r and con-
verges absolutely for any fixed j1, . . . , jq, . . . , jk , where q ̸= g1, g2, . . . , g2r−1,
g2r for k > 2r .
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Proof of Theorem 10. Step 1. The case k = 2 and r = 1. The equality
(33) for the case k = 2 and r = 1 looks as follows

∞∑
j=0

T∫
t

ψ2(t2)ϕj(t2)

t2∫
t

ψ1(τ)ϕj(t1)dt1dt2 =
1

2

T∫
t

ψ1(τ)ψ2(τ)dτ, (34)

where {ϕj(x)}∞j=0 is an arbitrary CONS in L2[t,T ] and ψ1(τ), ψ2(τ) ∈
L2[t,T ].

The equality (34) is proved in

[Kuz2] (2018) for special CONS in L2[t,T ] and ψ1(τ), ψ2(τ) ∈ C 1[t,T ].

• [Ryb3] (2023) for an arbitrary CONS in L2[t,T ] and ψ1(τ), ψ2(τ) ∈
L2[t,T ].

[Kuz2] (2024) for an arbitrary CONS in L2[t,T ] and ψ1(τ), ψ2(τ) ∈
C 1[t,T ].
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Step 2. The case k = 2r of (33) for

r∏
l=1

1{g2l=g2l−1+1} = 1,

i.e. all pairs are formed by adjacent indices

lim
p→∞

p∑
j2r ,j2r−2,...,j2=0

Cj2r j2r j2r−2j2r−2...j2j2 =
1

2r

T∫
t

ψ2r (t2r )ψ2r−1(t2r )×

×
t2r∫
t

ψ2r−2(t2r−2)ψ2r−3(t2r−2) . . .

t4∫
t

ψ2(t2)ψ1(t2)dt2 . . . dt2r−2dt2r ,

where {ϕj(x)}∞j=0 is an arbitrary CONS in L2[t,T ], ψ1(τ), . . . , ψ2r (τ) ∈
L2[t,T ] and r ∈ N.

• [Ryb3] (2023) (the proof of Step 2 on the base of trace class operators).
[Kuz3] (2024) (the proof of Step 2 on the base of Step 1 and induction).
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Step 3. The case k = 2r of (33) and without the condition

r∏
l=1

1{g2l=g2l−1+1} = 1.

This case is considered in [Kuz3] (2024). We will consider an example
on Step 3 in Appendix 1 for this presentation.

Step 4. General case k ≥ 2r of (33). This case is proved in [Kuz3]
(2024). The proof will be given in Appendix 2 for this presentation.

Using Theorem 10, consider some sufficient conditions under which The-
orems 6 and 7 are satisfied.
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Suppose that

∃ A
def
= lim

p,q→∞

q∑
jq1 ,...,jqk−2r=0

(
p∑

jg1=0

. . .

p∑
jg2r−1=0

Cjk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

−

− 1

2r

r∏
l=1

1{g2l=g2l−1+1}Cjk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

)2

<∞

(35)

for all g1, g2, . . . , g2r−1, g2r (see (7)) and r = 1, 2, . . . , [k/2]. Then by The-
orem 10

A = lim
q→∞

q∑
jq1 ,...,jqk−2r=0

lim
p→∞

(
p∑

jg1=0

. . .

p∑
jg2r−1=0

Cjk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

−

− 1

2r

r∏
l=1

1{g2l=g2l−1+1}Cjk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

)2

= 0.
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Suppose that

∞∑
jq1 ,...,jqk−2r=0

 lim
p→∞

p∑
jg1=0

. . .

p∑
jg2r−1=0

∣∣∣∣∣Cjk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

∣∣∣∣∣
2

<∞ (36)

for all g1, g2, . . . , g2r−1, g2r (see (7)) and r = 1, 2, . . . , [k/2]. Then by MCT

lim
p→∞

∞∑
jq1 ,...,jqk−2r=0

(
p∑

jg1=0

. . .

p∑
jg2r−1=0

Cjk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

−

− 1

2r

r∏
l=1

1{g2l=g2l−1+1}Cjk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

)2

=

=
∞∑

jq1 ,...,jqk−2r=0

lim
p→∞

(
p∑

jg1=0

. . .

p∑
jg2r−1=0

Cjk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

−

− 1

2r

r∏
l=1

1{g2l=g2l−1+1}Cjk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

)2

= 0.
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Theorem 11 [Kuz3] (2024).Suppose that one of the conditions (35)
or (36) is fulfilled, {ϕj(x)}∞j=0 is an arbitrary CONS in L2[t,T ], ψ1(τ), . . . ,
ψk(τ) ∈ L2[t,T ]. Then, for the sum of iterated Itô stochastic integrals

J̄ ∗[ψ(k)]
(i1...ik )
T ,t

def
= J [ψ(k)]

(i1...ik )
T ,t +

[k/2]∑
r=1

1

2r

∑
(sr ,...,s1)∈Ak,r

J [ψ(k)]
(i1...ik )[sr ,...,s1]
T ,t

the following expansion

J̄ ∗[ψ(k)]
(i1...ik )
T ,t = l.i.m.

p→∞

p∑
j1,...,jk=0

Cjk ...j1

k∏
l=1

ζ
(il )
jl

holds. If in addition ψ1(τ), . . . , ψk(τ) ∈ C [t,T ], then for

J ∗[ψ(k)]
(i1...ik )
T ,t =

T∫
t

ψk(tk) . . .

t2∫
t

ψ1(t1) ◦ dW(i1)
t1 . . . ◦ dW(ik )

tk

the following expansion

J ∗[ψ(k)]
(i1...ik )
T ,t = l.i.m.

p→∞

p∑
j1,...,jk=0

Cjk ...j1

k∏
l=1

ζ
(il )
jl

holds, where notations are the same as in Theorem 1.
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7 Generalization of Theorem 7 (k = 2) to the Case
ψ1(τ), ψ2(τ) ∈ L2[t,T ]

Consider another definition of the Stratonovich stochastic integral. Let
ξτ , τ ∈ [0,T ] be some measurable random process such that

T∫
t

|ξτ |dτ <∞ w. p. 1 (t ≥ 0).

The mean-square limit (if it exists)

l.i.m.
N→∞

N−1∑
j=0

1

τj+1 − τj

τj+1∫
τj

ξsds
(
W(i)

τj+1
−W(i)

τj

)
def
=

T∫
t

ξτ ◦W(i)
τ (37)

is called the Stratonovich stochastic integral, where i = 0, 1, . . . ,m, {τj}Nj=0
is a partition of [t,T ] as in Sect. 2.
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We will denote the iterated Stratonovich integral (37) as follows

J S [ψ(k)]
(i1...ik )
T ,t =

T∫
t

ψk(tk) . . .

t2∫
t

ψ1(t1) ◦ dW(i1)
t1 . . . ◦ dW(ik )

tk ,

where ψ1(τ), . . . , ψk(τ) ∈ L2[t,T ], i1, . . . , ik = 0, 1, . . . ,m, W
(0)
τ = τ .

Theorem 12 [Kuz2] (2024). Suppose that {ϕj(x)}∞j=0 is an arbitrary
CONS in L2[t,T ] and ψ1(τ), ψ2(τ) ∈ L2[t,T ]. Then

JS [ψ(2)]
(i1i2)
T ,t = l.i.m.

p1,p2→∞

p1∑
j1=0

p2∑
j2=0

Cj2j1ζ
(i1)
j1
ζ
(i2)
j2

where i1, i2 = 1, . . . ,m; another notations as in Theorem 1.

Proof. Using step functions technique, it can be shown that w. p. 1

J S [ψ(2)]
(i1i2)
T ,t = J [ψ(2)]

(i1i2)
T ,t (i1 ̸= i2),

where J [ψ(2)]
(i1i2)
T ,t is the iterated Itô stochastic integral.
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In [BardRov] (2021) using the Malliavin calculus it was shown that
w. p. 1

J S [ψ(2)]
(i1i1)
T ,t = J [ψ(2)]

(i1i1)
T ,t +

1

2

T∫
t

ψ1(τ)ψ2(τ)dτ (i1 = i2).

Then, using a generalization of Theorem 6 for the case p1, p2 → ∞, we
obtain w. p. 1

J S [ψ(2)]
(i1i2)
T ,t = J̄ [ψ(2)]

(i1i2)
T ,t = l.i.m.

p1,p2→∞

p1∑
j1=0

p2∑
j2=0

Cj2j1ζ
(i1)
j1
ζ
(i2)
j2
,

where J̄ [ψ(2)]
(i1i2)
T ,t is the sum of iterated Itô stochastic integrals defined by

(21). Theorem 12 is proved. □
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Appendix 1. Example on Step 3 in the Proof of
Theorem 10

Let us prove that

lim
p→∞

p∑
j1,j3,j4=0

Cj3j4j4j3j1j1 =

= lim
p→∞

p∑
j1,j3,j4=0

T∫
t

ψ6(t6)ϕj3(t6)

t6∫
t

ψ5(t5)ϕj4(t5)

t5∫
t

ψ4(t4)ϕj4(t4)×

×
t4∫
t

ψ3(t3)ϕj3(t3)

t3∫
t

ψ2(t2)ϕj1(t2)

t2∫
t

ψ1(t1)ϕj1(t1)dt1dt2dt3dt4dt5dt6 = 0,

(38)

where {ϕj(x)}∞j=0 is an arbitrary CONS in L2[t,T ] and ψ1(τ), . . . , ψ6(τ) ∈
L2[t,T ].
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Step I. Using Step 2 (k = 2) and generalized Parseval’s equality, we
obtain

lim
p→∞

p∑
j1,j3,j4=0

T∫
t

ψ6(t6)ϕj3(t6)

→T∫
t

ψ5(t5)ϕj4(t5)

t5∫
t

ψ4(t4)ϕj4(t4)

→T∫
t

ψ3(t3)ϕj3(t3)×

×
→T∫
t

ψ2(t2)ϕj1(t2)

t2∫
t

ψ1(t1)ϕj1(t1)dt1dt2dt3dt4dt5dt6 = (39)

= lim
p→∞

p∑
j3=0

T∫
t

ψ6(t6)ϕj3(t6)dt6

T∫
t

ψ3(t3)ϕj3(t3)dt3×

× lim
p→∞

p∑
j4=0

T∫
t

ψ5(t5)ϕj4(t5)

t5∫
t

ψ4(t4)ϕj4(t4)dt4dt5×

× lim
p→∞

p∑
j1=0

T∫
t

ψ2(t2)ϕj1(t2)

t2∫
t

ψ1(t1)ϕj1(t1)dt1dt2 =
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=

T∫
t

ψ6(t6)ψ3(t6)dt6 ·
1

2

T∫
t

ψ5(t4)ψ4(t4)dt4 ·
1

2

T∫
t

ψ2(t2)ψ1(t2)dt2. (40)

Rewrite (40) in the form

∞∑
j1,j3,j4=0

∫
[t,T ]6

1{t1<t2}1{t4<t5}ψ6(t6)ϕj3(t6)ψ5(t5)ϕj4(t5)ψ4(t4)ϕj4(t4)×

×ψ3(t3)ϕj3(t3)ψ2(t2)ϕj1(t2)ψ1(t1)ϕj1(t1)dt1dt2dt3dt4dt5dt6 =

=
1

4

∫
[t,T ]3

ψ6(t6)ψ3(t6)ψ5(t4)ψ4(t4)ψ2(t2)ψ1(t2)dt2dt4dt6. (41)

Step II. Suppose that ψ2(τ) = ϕ̄l1(τ), ψ3(τ) = ϕ̄l2(τ), ψ4(τ) = ϕ̄l3(τ)
are Legendre polynomials of finite degrees. Denote

sq(t2, t3, t4) =

q∑
l1,l2.l3=0

Cl3l2l1 ϕ̄l1(t2)ϕ̄l2(t3)ϕ̄l3(t4),
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where
{
ϕ̄j(x)

}∞
j=0

is a CONS of Legendre polynomials in L2[t,T ] and Cl3l2l1

are Fourier–Legendre coefficients for the function

g(t2, t3, t4) = ψ2(t2)ψ3(t3)ψ4(t4)1{t2<t3},

where ψ2(τ), ψ3(τ), ψ4(τ) ∈ L2[t,T ].
From (41) we obtain

∞∑
j1,j3,j4=0

∫
[t,T ]6

1{t1<t2}1{t4<t5}sq(t2, t3, t4)ψ6(t6)ψ5(t5)ψ1(t1)ϕj3(t6)ϕj3(t3)×

×ϕj4(t5)ϕj4(t4)ϕj1(t2)ϕj1(t1)dt1dt2dt3dt4dt5dt6 =

=
1

4

∫
[t,T ]3

sq(t2, t6, t4)ψ6(t6)ψ5(t4)ψ1(t2)dt2dt4dt6. (42)
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• Remark. Note that the equality (42) remains true when sq is a partial
sum of the Fourier–Legendre series of any function from L2([t,T ]3), i.e. the
equality holds on a dense subset in L2([t,T ]3).

• Remark.The right-hand side of (42) defines (as a scalar product
of sq(t2, t6, t4) and ψ6(t6)ψ5(t4)ψ1(t2) in L2([t,T ]3)) a linear bounded
(and therefore continuous) functional in L2([t,T ]3) given by the function
ψ6(t6)ψ5(t4)ψ1(t2). On the left-hand side of (42) (by virtue of the equality
(42)) there is a linear continuous functional on a dense subset in L2([t,T ]3).
This functional can be uniquely extended to a linear continuous functional
in L2([t,T ]3).

Let us implement the passage to the limit lim
q→∞

in (42)
∞∑

j1,j3,j4=0

∫
[t,T ]6

1{t1<t2<t3}1{t4<t5}ψ6(t6)ψ5(t5)ψ4(t4)ψ3(t3)ψ2(t2)ψ1(t1)×

×ϕj3(t6)ϕj3(t3)ϕj4(t5)ϕj4(t4)ϕj1(t2)ϕj1(t1)dt1dt2dt3dt4dt5dt6 =

=
1

4

∫
[t,T ]3

1{t2<t6}ψ6(t6)ψ3(t6)ψ5(t4)ψ4(t4)ψ2(t2)ψ1(t2)dt2dt4dt6.
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After Step III and Step IV (by analogy with Step II) we obtain

∞∑
j1,j3,j4=0

∫
[t,T ]6

1{t1<t2<t3<t4<t5<t6}ψ6(t6)ψ5(t5)ψ4(t4)ψ3(t3)ψ2(t2)ψ1(t1)×

×ϕj3(t6)ϕj3(t3)ϕj4(t5)ϕj4(t4)ϕj1(t2)ϕj1(t1)dt1dt2dt3dt4dt5dt6 =

=
1

4

∫
[t,T ]3

1{t2<t6} 1{t6<t4}1{t4<t6}︸ ︷︷ ︸
=0

ψ6(t6)ψ3(t6)ψ5(t4)ψ4(t4)×

×ψ2(t2)ψ1(t2)dt2dt4dt6 = 0.

The equality (38) is proved.
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Appendix 2. Proof of Step 4 in the Proof of Theorem 10
Using Fubini’s Theorem, we obtain
T∫
t

hk(tk) . . .

tl+2∫
t

hl+1(tl+1)

tl+1∫
t

hl(tl)

tl∫
t

hl−1(tl−1) . . .

t2∫
t

h1(t1)dt1 . . .

. . . dtl−1dtldtl+1 . . . dtk =

=

T∫
t

hk(tk) . . .

tl+2∫
t

hl+1(tl+1)

 tl+1∫
t

hl(tl)dtl

 tl+1∫
t

hl−1(tl−1) . . .

. . .

t2∫
t

h1(t1)dt1 . . . dtl−1dtl+1 . . . dtk−

−
T∫
t

hk(tk) . . .

tl+2∫
t

hl+1(tl+1)

tl+1∫
t

hl−1(tl−1)

 tl−1∫
t

hl(tl)dtl

 tl−1∫
t

hl−2(tl−2) . . .

. . .

t2∫
t

h1(t1)dt1 . . . dtl−2dtl−1dtl+1 . . . dtk , (43)

Dmitriy F. Kuznetsov New results on expansion ... 68 / 74



where 2 < l < k − 1 and h1(τ), . . . , hk(τ) ∈ L2[t,T ]. The case l = k is
considered by analogy with (43). The case l = 1 is obvious.

Suppose that k > 2r . Let us carry out the transformation (43) for

Cjk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

iteratively for jq1 , . . . , jqk−2r
(k > 2r). As a result, we obtain

Cjk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

=

=
2k−2r∑
d=1

(−1)d−1

(
Ĉ

(d)
jk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

− C̄
(d)
jk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

)
,

(44)

where some terms in the sum
2k−2r∑
d=1

can be identically equal to zero.
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Applying (44) and Step 3 (k = 2r) in the proof of Theorem 10, we get

lim
p→∞

p∑
jg1=0

. . .

p∑
jg2r−1=0

Cjk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

=

=
2k−2r∑
d=1

(−1)d−1 lim
p→∞

p∑
jg1=0

. . .

p∑
jg2r−1=0

(
Ĉ

(d)
jk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

−

− C̄
(d)
jk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

)
=

=
2k−2r∑
d=1

(−1)d−1 1

2r

r∏
l=1

1{g2l=g2l−1+1}×

×

(
Ĉ

(d)
jk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

−

− C̄
(d)
jk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

)
. (45)
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Case A. The condition
r∏

l=1

1{g2l=g2l−1+1} = 1 (46)

is fulfilled for

Ĉ
(d)
jk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

, C̄
(d)
jk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

(d = 1, 2, . . . , 2k−2r ), (47)

Cjk ...j1

∣∣∣∣
jg1=jg2 ,...,jg2r−1=jg2r

. (48)

Case B. The quantities (47) are such that the condition (46) is satisfied
for (47). The expression (48) is such that the condition

r∏
l=1

1{g2l=g2l−1+1} = 0 (49)

is fulfilled for (48).
Case C. The quantities (47) are such that the condition (49) is satisfied

for (47). The expression (48) is such that (49) is fulfilled for (48).
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For Case A, using transformation (43), we obtain

2k−2r∑
d=1

(−1)d−1 1

2r

(
Ĉ

(d)
jk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

−

− C̄
(d)
jk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

)
=

=
1

2r
Cjk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

. (50)

For Case B

Ĉ
(d)
jk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

=

= C̄
(d)
jk ...j1

∣∣∣∣
(jg2 jg1 )↷(·)...(jg2r jg2r−1 )↷(·),jg1= jg2 ,...,jg2r−1

= jg2r

. (51)
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For Case C
r∏

l=1

1{g2l=g2l−1+1} = 0. (52)

Combining (50), (51), (52) and (45), we complete the proof of Step 4
(k > 2r) in the proof of Theorem 10.
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Thanks for your attention!
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